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Inversion of a Covariance Matrix 

Let x(t) be the stationary random function, the X(t) denoting its mean value. Let 
us suppose that the correlation function /C(T) of the random function x(t) 

k(d = aw - WIMP + 7) - IO + 41> (1) 

is of the following special type 

k(7) = ko2 exp(+r), (2) 

where the ko2 and the Tare given positive constants. The symbol E stands for the 
mathematical expectation. 

Correlation function of the simple type (2) can take place if the function x(t) is 
the output of the linear system of the first order the input of which is the white 
noise [l]. The correlation function (2) can be considered as the approximation of 
a more complicated correlation function, too. 

One can build the (n + I)-dimensional random vector x from the observations 
of the random function x(t) in the points ti , 

x = II x(GJ), X(~l),..., X(fn)ll * 

In the case of regular sampling 

ti = ih, 

where the h is a positive constant, the covariance matrix K 

K = E{x'x} 

(3) 

(4) 

(5) 

will have the form 

K = ko8 

1, 4, $9 @,..., 4" 
CI, 1, 9, q z ,..., q”-1 
2 43 4, 1, q,..., qn-2 

. . . . . . . . . . . . . 
-1 n2 

CT”, q-9 4-3 4 
n3 

- ,‘**, 1 

355 

, (6) 
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where the q stands for the expression 

q = exp(--h/T). (7) 

The column vector x’ is the transposed vector x. Since both constants h and T 
are positive, the matrix K is regular. Thus, such regular matrix S of the “triangular” 
type can be found that the equation 

K = k 2S’S 0 (8) 

holds. It can be easily proved by the substitution into the Eq. (8) that the matrix S 
is of the following form: 

S= 

where 

43 0 ql, q2, qa,..., 4” 

0, r$, rql, rq2 ,..., rqn-l 
0, 0, rq”, rq’,..., rqn-2 
. . . . . . . . . . . . . 

0, 0, 0, 0 ,..., rq” 

r=w. 

The inverse of this matrix is 

(9) 

(10) 

(11) 

1, -q/r, 0 ,..., 0, 0 
0, l/r, -q/r,..., 0, 0 
0, 0, l/r,..., 0, 0 

s-1 = . . . . . . . . . . . . . . 

0, 0, o,..., 0, 0 

0, 0, 0 ,..., l/r, --4/r 

- 0, 0, 0 ,..., 0, l/r 

Using (8) and (11) one can get the inverse K of the covariance matrix 

K-l = (1 /ko2) S-l( S-l)’ 
or 

1, 579 o,..., 0, 0, 0 
-q, 1 + q2, -q,..., 0, 0, 0 
0, 

Tqy 

1 + q2,..., 0, 0, 0 
K-1 = (l/k2@) . . . . . . . . . . . . . - (12) 

0, 0, 0 ,**-, 1 + q2, -q, 0 
0, 0, 0 ,--0, --4, 1+q2, -q 
0, 0, o,..., 0, -q, 1 
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Hence, the elements (S-‘)ij and (K-‘)ii placed in i-th row and in j-th column of 
matrices S-l and K-l, respectively, can be written shortly as 

and 

(S-l)ij = 

Q-yu = (l + q3/klYl - 491 for i = j # 0, n 
~q/kYl - 411 for Ii-j1 = 1 

for Ii-j1 >l, 

1 for i = j = 0 

1/q for i = j $0 

-q/%0=7 for j=i+l,whereO,(iGn-1 
0 for j>i+landO<i<n-1 
0 for j < i, where 1 < i d n 

1 mlv - 411 for i=j=O,n 

(13) 

(14) 

where i, j = 0, 1, 2 ,..., n. 
The need of the inverse K-l of the covariance matrix K arises when the calcula- 

tions connected with the minimization of least squares are to be performed and 
when the simple correlation function (2) is the acceptable approximation to the 
actual correlation function of the disturbing random component of the treated 
data. As we see from Eq. (14), simple explicit expressions exist for the element of 
the inverse. 
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